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Hypothesis Testing
• Null Hypothesis and Alternative Hypothesis

• Two sample t-test : 𝐻!: 𝜇" = 𝜇#, 𝐻$: 𝜇" ≠ 𝜇#
• Two-Way tables and Chi-Square Test: 

• H0 assumes that there is no association between the row and column variables (one 
variable does not vary according to the other variable).

• Ha claims that some association does exist.

• Test Statistic
• Two sample t-test with shared standard deviation 𝜎

𝑡 =
(𝜇" −(𝜇#

*𝜎 1
𝑛"
+ 1
𝑛#

• Two-Way tables and Chi-Square Test

Χ# = /
%&& '(&&)

𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 #

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑
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Hypothesis Testing

• Derive the distribution of test statistic under Null hypothesis 𝐻!

• Calculate test statistic value with given data

• Obtain p-value based on test statistic distribution under 𝐻! and test 
statistic value with given data
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Chi-Square test

• Let Oik denote the count in the ith row and kth column in the 
contingency table, and Eik denote the corresponding expected count
• Test statistic

• If study sample size is large, the test statistic follows a chi-squared 
distribution with degrees of freedom (I - 1)(K - 1) under H0 , with I 
rows and K columns in the contingency table.

X 2 =
Oik − Eik( )2

Eikk=1

K

∑
i=1

I

∑ ~ χ 2
I −1( ) K −1( )

5



Hypothesis Testing

• Obtain p-value based on test statistic distribution under 𝐻! and test 
statistic value with given data
• Reject 𝐻! if p-value < significance level (0.05) or test statistic value 

exceed the critical values based on significance level
• What does significance level mean?
• How to determine the critical values?
• What is p-value and how to calculate it?
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Chi-square (χ2) distribution

0
χ2 statistic

Critical value of X2 chosen to attain desired α-level

Significance α-level 
(area in blue) = 
probability of making a 
Type I error 

Type I error? 
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p-value?



Critical Values of the Chi-square Distribution
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Hardy-Weinberg Equilibrium (HWE)

• HWE law: Allele and genotype frequencies in a population will remain 
constant from generation to generation in the absence of other 
evolutionary influences
• Consider two alleles: A and a
• Allele frequency for A is f(A) = p; allele frequency for a is f(a) = q = 1 – p
• The expected genotype frequencies under random mating are

• f(AA) = p2 for the AA homozygotes
• f(aa) = q2 for the aa homozygotes
• f(Aa) = 2pq for the heterozygotes

• In the absence of selection, mutation, genetic drift, or other forces, allele 
frequencies p and q are constant between generations, so equilibrium is 
reached.
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HWE Test
• Consider the following contingency table for N = 𝑁"" +𝑁"# +𝑁##

samples

• 𝑓 𝐴 = 𝑝 = $%!!&%!"
$%

; 𝑓 𝑎 = 𝑞 = 1 − 𝑝

Genotype AA Aa aa

Observed 
Count

NAA NAa Naa

Expected 𝑝$𝑁 2𝑝𝑞𝑁 𝑞$𝑁
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Test HWE

• Pearson’s chi-square test:

Χ$ = ∑ '() #

)
= %!!(*#%

#

*#%
+ %!"($*+% #

$*+%
+ %""(+

#%
#

+#%

• Under the null hypothesis (HWE), Χ$ follows a chi-square distribution 
with 1 degree of freedom

• The critical value for 0.05 significance level is 3.84
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Test HWE

• Calculate the Pearson’s chi-square p-value for testing the HWE with 
the following observation table

• Will you reject the null hypothesis (HWE)?
• What dose it mean if you reject the null hypothesis (HWE)?

Genotype AA Aa aa

Observed 
Count

1009 198 48
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Linkage Disequilibrium (LD)

• Definition in Population Genetics 
• Linkage Disequilibrium (LD) is the non-random association of alleles at 

different loci in a given population.

• Why nearby markers are likely to be correlated?

• The origin of LD?
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Linkage Disequilibrium (LD)

• Consider the history of two neighboring single nucleotide 
polymorphism (SNP)
• SNPs exist today arose through ancient mutation events…
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Linkage Disequilibrium (LD)

• One SNP arose first and then the other …
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Linkage Disequilibrium (LD)

• Recombination generates new arrangements for the ancestral alleles
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Linkage Disequilibrium (LD)

• Chromosomes are mosaics

• Extent and conservation of mosaic pieces depends on
• Recombination rate
• Mutation rate
• Population size
• Natural selection

• Combinations of alleles at very close markers reflect ancestral haplotypes
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Quantify Linkage Disequilibrium (LD)

• LD is defined as the difference between the observed frequency of a particular 
combination of alleles at two loci and the frequency expected for random 
association.

• Allele frequency
• 𝑃!, 𝑃", 𝑃! + 𝑃" = 1
• 𝑃#, 𝑃$, 𝑃# + 𝑃$ = 1
• 𝑃!# = 𝑃!𝑃#

if and only if alleles A, B are independent

• Minor Allele Frequency (MAF)
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Boundaries for DAB
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Normalized Linkage Disequilibrium Coefficient
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Estimate DAB

25



Measuring LD with r2

26



Properties for r2

• Ranges between 0 and 1
• 1 means two markers provide identical information, referred to as Perfect LD
• 0 means two markers are in Perfect Equilibrium

• Raw r2 from CHR22
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What is Association Studies?

• Test associations between markers/SNPs/genes and the trait of 
interest

• Population Data
• Contingency table tests (dichotomous trait, e.g., case/control)
• Regression model based tests

• Family Data
• Parametric Linkage Analysis
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Why LD is Important for Association Studies?
• SNPs in strong LD with disease variant are good proxies for disease 

variant

• If testing (unobservable) disease variant for association would yield chi-
squared statistic X2, testing variant in LD yields r2X2

• Model LD in association studies based on a joint multivariate model to 
improve power for fine-mapping causal variants (Read Schaid et. al. Nat. 
Rev. 2018 paper)

Balding, 2006
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Association Studies

• Population-based vs. family-based

• Phenotype(s) of interest
• Dichotomous trait, e.g., case/control

• Quantitative trait

• Number of markers tested
• May range from 1 to >10 million!

• Candidate gene study (often appear as replication study)

• Genome-wide association study (GWAS)
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Dichotomous Traits
• Compare frequencies of particular alleles, or genotypes, in set of 

cases and controls
• Chi-square test using contingency tables
• Logistic regression model based test
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Chi-Square genotype test using contingency tables

• Test whether the trait and genotype are independent

• For example, we observe

• Is the observation is significantly different from what we would expect if trait and the 
genotype are independent?

• H0: No association between the trait and the genotype, i.e., sample with genotype 
AA, Aa, or aa have the same probability to develop disease (to be a Case)
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AA Aa aa

Control n00 n01 n02
Case n10 n11 n12



Recall Chi-square test

• Let Oik denote the count in the ith row and kth column in the 
contingency table, and Eik denote the corresponding expected count
• Test statistic

• If study sample size is large, the test statistic follows a chi-squared 
distribution with degrees of freedom (I - 1)(K - 1) under H0 , with I 
rows and K columns in the contingency table.

X 2 =
Oik − Eik( )2

Eikk=1

K

∑
i=1

I

∑ ~ χ 2
I −1( ) K −1( )
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How to Calculate Eik?
• For example, we observe

• Observed number of samples per cell: Oik = nik ; with disease status (D) i = 0, 1; 
genotype (G) k = 0, 1, 2

• Expected number of samples per cell:  Eik = ni.n.k/n , under independence of 
disease status and genotype, npD=ipG=k = n(ni./n)(n.k/n)

• Population genotype frequency: pAA = n.0/n; pAa = n.1/n ; paa = n.2/n

• Expected number of samples per cell:  Ei0=ni. pAA ; Ei1=ni. pAa ; Ei2=ni. paa ;
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AA Aa aa Row Total

Control n00 n01 n02 n0.
Case n10 n11 n12 n1.

Column Total n.0 n.1 n.2 n



Example of Genotypic Association Test
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Contingency Tables under Dominant (risk allele A) 
or Recessive (risk allele a) Disease Model

AA or Aa aa Row Total

Control n00 +n01 n02 n0.
Case n10 +n11 n12 n1.

Column Total n.0 +n.1 n.2 n
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• H0: No association between the trait (to be a Case or Control) and the 
genotype being AA/Aa or aa

• Chi-square test statistic: 



Example for Testing Dominant or Recessive 
Disease Model

38



Contingency Table for Allelic Association Test

• Assume additive disease model
• Assume HWE
• H0: No association between the trait (sample to be a Case or Control) 

and the number of allele A in the sample genotype

A a Row Total

Control n0A=2n00+n01 n0a=n01+2n02 2n0.

Case n1A=2n10+n11 n1a=n11+2n12 2n1.
Column Total n.A=2n.0+n.1 n.a=n.1+2n.2 2n
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Example of Allelic Association Test
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Measure of Association Strength: Odds Ratio
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Odds Ratio
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Logistic Regression Model
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Test Statistic

• Wald Test: 𝑍 =
12$

34#56#76_)7797(12$)
~𝑁 0, 1 under H0

• Chi-square Test: X$ =
12$
#

<#7(12$)
~𝐶ℎ𝑖_𝑆𝑞𝑢𝑎𝑟𝑒 with df=1 under H0

• How to obtain p-value?
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Advantages of Logistic Regression Model

• Account for confounding covariates (C), e.g., age, gender, BMI, 
smoking
• Flexible for various genetic models
• Flexible for testing multiple markers in the same model (modeling LD)
• Equivalent to the corresponding Chi-square test using contingency 

tables, if not modeling covariates
• Allow gene-environment interactions
• Without the assumption of HWE
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Quantitative Trait

• Linear regression model
• 𝑌 = 𝛽! + 𝛼𝐶 + 𝛽"𝑋 + 𝜖, 𝜖~𝑁 0, 𝜎#
• 𝑌 represents the quantitative trait values
• 𝑋 represents the genotype data (0, 1, 2) for additive genetic model
• 𝐶 represents the confounding covariates or other environmental variables
• 𝜖 represents the error term, other unknown factors

• 𝐻!: 𝛽= = 0 ; 𝐻#: 𝛽= ≠ 0
• P-values can be obtained by Wald Test
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Linear Regression Model
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Genome-wide Association Study (GWAS)
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Genotype Quality
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Quality Control
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Additional Factors for GWAS: Batch effects, Population Stratification
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Check GWAS Results by Quantile-Quantile (QQ) Plot
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Visualize GWAS Results by Manhattan Plot
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Fritsche L.G. 
et al. Nat 
Genet, 2016.



Visualize GWAS Loci by Locus Zoom Plot
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Visscher P.M. 
et al. AJHG 
2017.



GWAS Catalogue Results
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Example GWAS Discoveries
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Visscher P.M. 
et al. AJHG 
2017.



Example links between GWAS discoveries and 
drug developments
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Visscher P.M. 
et al. AJHG 
2017.



LocusZoom Visualization of GWAS of BMI , 
Women only
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LocusZoom Visualization of GWAS of BMI
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GWAS Tools

• GWAS Tool
• PLINK: https://www.cog-genomics.org/plink/
• EPACTS: https://genome.sph.umich.edu/wiki/EPACTS

• GWAS Results Visualization and Manhattan/LocusZoom Plot Tool
• https://my.locuszoom.org/
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Next Lecture

• Homework Assignment
• Read provided paper “From genome-wide associations to candidate causal 

variants by statistical fine-mapping”, Schaid D.J., Chen W., and Larson N.B. 
(2018), Nature Reviews Genetics. 

• Answer given questions in your own words
• Written answers (no more than 3 pages, hard copy) are due at the end of next

lecture
• Topics for Next Lecture

• Population Stratification
• Meta-analysis
• Family-based Association Test
• Discuss homework questions
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