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Regression 
or ANOVA/t-
tests?

• Regression emphasizes overall weight of an 
independent variable predictively

• Prediction
• Test

• ANOVA/t-tests emphasize “statistical 
significance” after experiment

• Test mean differences of a continuous variable 
between two groups: Two sample t-test

• Test differences of a continuous variable among 
multiple groups: Analysis of Variance (ANOVA)
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Categorical 
variables

Study how a variable would change according 
to different factors/levels of a categorical 
variables (e.g., group variable)

Especially when the categorical variable has 
factors/levels >2

Factor data type in R

For example, sex variable in the abalones
dataset contains values for M, F, and I



Let A, B & C be 3 levels of one factor: do any differ from the others?

3 Hypothesis tests
Family-wise type1 error: 14.2% = 1 – (1 – 0.05)^3
(Week 12 Lecture about Multiple Testing) 

HO: µA =  µB HO: µA =  µC HO: µB =  µC

a=5% a=5% a=5%

5

If we do multiple pair-wise Two-sample t-test

• In general, if we perform m hypothesis tests, what is the
probability of at least 1 false positive?

Why Multiple Testing Matters

P(Making an error) = α

P(Not making an error) = 1 - α

P(Not making an error in m tests) = (1 - α)m

P(Making at least 1 error in m tests) = 1 - (1 - α)m



1 Hypothesis test
Family-wise type1 error : 5%
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One-way ANOVA

𝑯𝟎: 𝝁𝑨 = 𝝁𝑩 = 𝝁𝑪

𝑯𝒂: At least one of the means is different



1 question for one factor

• Is factorA associated with a 
response?



3 questions for two factors

• Is factorA associated with a 
response?

• Is factorB associated with a 
response?

• Is the interaction between 
factorA and factorB associated with 
a response?



7 questions for three factors

• Is factorA associated with a response?
• Is factorB associated with a response?
• Is factorC associated with a response?

• Is the interaction between factorA and 
factorB associated with a response?

• Is the interaction between factorA and 
factorC associated with a response?

• Is the interaction between factorB and 
factorC associated with a response?

• Is the interaction among factorA, 
factor B, and factorC associated with a 
response?



One-way ANOVA



One-way ANOVA

• Hypothesis
•𝐻!: 𝜇" = 𝜇# = ⋯ = 𝜇$
•𝐻%: At least one of the means is different

• Assumptions
• Sample independence
• Normality of the continuous variable per group
• Homogeneity of variances (aka, Homoscedasticity): 

assuming the residuals all have the same variance



Homoscedasticity vs. Heteroscedasticity



Rational of 
ANOVA

• Partition total data variation into two 
sources

• Between levels/groups (model, regression 
model)

• Within levels/groups (residuals, error)

• If 𝐻!: 𝜇" = 𝜇# = ⋯ = 𝜇$ is true, the 
standardized variances (between group vs. 
within group) are equal to one another

• F test statistic



Grand mean and total deviation

`𝒀Grand

Level A Level B Level C

M
ea

su
re

m
en

ts
, Y

14

!(𝑦!" − %𝑌#$%&')( = Sum of Squares Total
=SST

𝑠 =
𝑆𝑆𝑇
𝑑𝑓!"!#$

𝑠% = 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 𝑀𝑆!"!#$ =
𝑆𝑆𝑇
𝑑𝑓!"!#$

𝑑𝑒𝑣𝑖𝑎𝑡𝑒 = 𝑦!" − /𝑌#$%&'

3𝑌&'#() =
∑𝑦*+
𝑁

dftotal=N-1



Partitioning Total Variation

• Variation is simply average Squared Deviations from the Mean

𝑺𝑺𝑻 = 𝑆𝑆𝑇89:;< + 𝑆𝑆𝐸9=>?@;AB

∑𝒋D𝟏𝑲 ∑𝒊D𝟏
𝒏𝒋 𝒚𝒊𝒋 − /𝒀

𝟐
= ∑JD"K 𝑛J /𝑦J − 3𝑌

#
+ ∑JD"K ∑?D"

L" 𝑦?J − /𝑦J
#

Sum of squared 
deviations from the 
grand mean across all 
N observations

Sum of squared 
deviations for each 
group mean from the 
grand mean

Sum of squared 
deviations for all 
observations from 
each group mean 
across all K groups

𝑁 = 𝑛( + 𝑛) +⋯+ 𝑛*



`YGrand

Level A Level B Level C
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!( )! dfg = MSgroup

!( )! dfr = MSEresidual
FK-1, N-K ~
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Group means: explains model & residual deviation

3𝑌&'#() =
∑𝑦*+
𝑁

group 𝑑𝑒𝑣𝑖𝑎𝑡𝑒 = /𝑦" − /𝑌#$%&'

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑑𝑒𝑣𝑖𝑎𝑡𝑒 = 𝑦!" − /𝑦"

𝑀𝑆&'",- =
𝑆𝑆𝑇&'",-
𝑑𝑓&'",-

!𝑛( )(= Sum of Squares group

𝑀𝑆𝐸'./*),#$ =
𝑆𝑆𝐸'./*),#$
𝑑𝑓'./*),#$

!( )( = Error Sum of Squares 
residual

𝑔𝑟𝑜𝑢𝑝 𝑚𝑒𝑎𝑛𝑠 3𝑦+ =
∑𝑦*
𝑛+

dfg=K-1,     dfr=N-K



ANOVA F-test
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𝐹)01,)0% =
𝑚𝑜𝑑𝑒𝑙 𝑜𝑟 𝑔𝑟𝑜𝑢𝑝 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 =
𝑀𝑆)0&, .00.3!
𝑀𝑆𝐸)0'

• Null distributions of F(3, 100) 

• One-sided critical values of F(3, 100) 
qf(0.95, df1 = 3, df2 = 100)
2.696

• If our test F is as or more 
extreme than the critical value, 
we reject the null hypothesis.

Follows an F-distribution under the 
NULL hypothesis.
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When the factor is 
associated with 
the response:

!( )! dfg = MSgroup

!( )! dfr = MSEresidual
FK, (N-(K+1)) ~ is expected to be greater than

the corresponding critical value.



Statistical Analysis of an ANOVA design is 
usually a two-step process

• Step 1:  F Test of the omnibus null

• Step 2: Multiple post hoc comparisons of group 
means  
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Ho : µA ≤ µB ≤ µC ….,≤ µk

Ho : s2
model ≤ s2

residual



SSTG = SSTgroup

SSTE = SSEresidual

𝜂9 = ::;)
::;*+,-.

,  “ges” generalized eta square in results by ezANOVA()

Equivalent to regression 𝑅9 = ::<
::;*+,-.

= 1 − ::=/01234-.
::;*+,-.



Example dataset: a quantitative trait X was measured, and a single SNP 
was genotyped 

(X is the continuous 
response variable Y in 
the previous slide)



Partitioning 
Total Variation

• SSTG = SSTgroup

• SSTE = SSEresidual



Partitioning 
Total Variation

• SSTG = SSTgroup

• SSTE = SSEresidual



MSTG = MSgroup

MSTE = MSEresidual





How to do 
ANOVA 
analysis in R?

• Base R function : aov()

• R function: ezANOVA() from R library “ez”



One-way ANOVA by aov() with Completely Randomized Samples



One-way ANOVA 
by ezANOVA() 

with Completely 
Randomized 

Samples



Connection with Linear 
Regression



Predicted and Residual Values

• Predicted, or fitted, values are values of y predicted by the least-
squares regression line obtained by plugging in x1,x2,…,xn into the
estimated regression line
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• Residuals are the deviations of observed and predicted values
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Residuals Are Useful!

! 

SSE = (ei

i=1

n

" )
2

= (yi

i=1

n

" # ˆ y i)
2

• They allow us to calculate the error sum of squares (SSE):

• Which in turn allows us to estimate     :

! 

" 2

! 

ˆ " 2 =
SSE

n # 2

• As well as an important statistic referred to as the coefficient of
determination:

! 

r
2

=1"
SSE

SST

! 

SST = (yi " y )
2

i=1

n

#

n is Sample Size

Aka. Regression R2



Multivariate Linear Regression

• Linear regression 
model to two or 
more 
independent/predi
ctor variables
• 𝑌 =
𝛽! + 𝛽"𝑋" + 𝛽#𝑋#
+⋯+ 𝛽$𝑋$ + 𝜖 n is Sample Size



n is Sample Size

SSR is equivalent to 
SSTgroup



n is Sample Size





Model 1. Rings/Age ~ factor(sex) + length + diameter + height + wholeWeight + shuckedWeight + visceraWeight + shellWeight + 
diameter * height

vs.
Model 2. Rings/Age ~ factor(sex) + length + diameter + height + wholeWeight + shuckedWeight + visceraWeight + shellWeight

Abalones Dataset



Relationship 
between 
Abalone 

age/rings and 
Whole Weight



Fit the full 
model: 

Model 1 



Fit the 
subset 
model: 

Model 2 



Model 
comparison 
by anova()

• Conclusion: stay with the full model



In-Class Exercise 1 : 
One-way ANOVA



Two-way ANOVA



Two-way ANOVA

• Participating the total variation with respect to two-way factors/groups: 

• 𝑆𝑆𝑇 = 𝑺𝑺𝑻𝒎𝒐𝒅𝒆𝒍 + 𝑆𝑆𝐸CDEFGHIJ

• 𝑺𝑺𝑻𝒎𝒐𝒅𝒆𝒍= SSTfactorA + SSTfactorB +SSTAxB interaction



Two-way ANOVA’s Have Three Models
• Main Effect of Factor B (blue symbols, means)
• Main Effect of Factor A (red symbols, means)
• A x B Interaction (green lines, means of differences)

A x B
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Two-way ANOVA

THREE Null Hypotheses

● Hypothesis for Factor A = Main Effect of Factor A
● Hypothesis for Factor B = Main Effect of Factor B
● Hypothesis for Interaction between Factor  A and Factor B =

Factor A x Factor B Interact

Two-way ANOVA Table with independent/random samples

Source Sum of Squares df Mean Square F-Ratio 
Main Effect-A SSTA dfA MSA                           MSA /MSEresidual
Main Effect-B SSTB dfB MSB MSB /MSEresidual

A X B Interact SSTAXB dfAXB MSAXB MSAXB /MSEresidual

Residual (Error)   SSEresidual dfresidual MSEresidual

Total                       SSTTotal dfTotal MSTotal

A 
x 
B
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Two-way 
ANOVA: 3 
omnibus null 
hypotheses

• Main effect Factor A:   𝐻!: 𝜎U# ≤ 𝜎9#

• Main effect Factor B: 𝐻!: 𝜎V# ≤ 𝜎9#

• Interaction AxB: 𝐻!: 𝜎U×V# ≤ 𝜎9#
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Main effect of A?

Main effect of B?

AXB Interaction?

yes

yes

yes
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Main effects usually 
detected when 
interaction occurs

*
***



Main effect of A?

Main effect of B?

AXB Interaction?

none

none

yes
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Main effect of A?

Main effect of B?

AXB Interaction?

yes

none

yes
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ANOVA: 
Completely 
Randomized 
vs. Related 
Measures

Example related measures:

• before-after
• identical twins
• isogenic littermates
• split tissue
• cell culture
• one cell
• one extract

Question: Are any measurements intrinsically-related?
Yes? The are from the same replicate, use related 
measures for that factor



Two-way ANOVA Completely Randomized
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N=30

Groups are 
independent



Two-way ANOVA: Completely Randomized on 
factorA and factorB
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out <- ezANOVA(
…
between= c(factorB,    

factorA),
…
)

out$ANOVA
Effect          DFn DFd SSn SSd F     p         p<.05 ges
1 factorA 1 24 3123 566 132.3 2.988e-11 *     0.846 
2 factorB 2 24 1770 566  37.5 4.117e-08 *     0.757 
3 factorA:factorB 2 24 1673 566  35.4 6.871e-08 *     0.747



Two-way ANOVA Related Measures
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N=5

Group means 
are irrelevant 
and deceptive; 
group 
comparisons 
are NOT 
independent



Group means are not independent! We can’t unpair them!!

54Every replicate (color) IS independent



Two-way ANOVA : Repeated Measures on 
factorA and factorB
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out <- ezANOVA(
…

within = c(factorA,   
factorB),

…
)

out$ANOVA
Effect            DFn DFd SSn SSd F        p         p<.05 ges

1 (Intercept)       1 4 24398   53 1816.3   1.811e-06 *   0.977
2 factorA 1 4 3123   46  268.2   8.137e-05 *   0.846 
3 factorB 2 8 1770  275   25.6   3.304e-04 *   0.757
4 factorA:factorB 2 8    1673  190   35.1   1.088e-04 *   0.747



Two-way ANOVA mixed 
Related Measures on factor A 
Completely Randomized on factor B

56

N=15

A groups are 
related measures

B groups are 
independent



Two-way ANOVA mixed
Related Measures on factor A 
Completely Randomized on factor B

57

out <- ezANOVA(
…
between= factorB,
within = factorA
…
)

out$ANOVA
Effect          DFn DFd SSn SSd F   p        p<.05 ges

1 (Intercept)     1   12 24398 329 887 1.275e-12 * 0.977 
2 factorB 2   12 1770  329 32  1.495e-05 * 0.757 
3 factorA 1   12 3123  236 158 2.859e-08 * 0.846 
4 factorB:factorA 2   12  1673  236 42  3.642e-06 * 0.747



Two-way ANOVA mixed 
Completely Randomized on factor A
Related Measures on factor B
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N=10

A groups are 
independent

B groups are 
related measures



Two-way ANOVA mixed
Completely Randomized on factor A
Related Measures on factor B
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out <- ezANOVA(
…
between= factorA,
within = factorB,
…
)

out$ANOVA
Effect          DFn DFd SSn SSd F    p      p<.05 ges
1 (Intercept)     1 8 24398 100 1945 7.700e-11 * 0.977 
2 factorA 1 8 3123 100  249 2.595e-07 * 0.846 
3 factorB 2 16 1770 466   30 3.564e-06 * 0.757 
4 factorA:factorB 2 16   1673 466   28 5.092e-06 * 0.747



Example data: Attention Network Test (ANT)



Response Time vs. Group



Mixed two-way ANOVA
• Response: response time (rt)
• Completely Randomized on group
• Related Measures on cue and flank

between:  “levels of this factor vary between replicates”
within: “levels of this factor vary within replicates”



Mixed two-
way ANOVA 
results by 

ezANOVA()



Output variables by ezANOVA():



Number of
groups?

Outcome/Response/Dependent Variable is Continuous

One Three or 
more

Two

Number of Factors 
(Independent Variables)?

ANOVA
Independent

t test
Paired 
t test

1 Sample 
t test

Regression

One:
One-way

Two:
Two-way

Three:
Three-way

Are measurements intrinsically related?

Yes No

Completely RandomizedRelated/Repeated Measures
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Common 
mistakes 
with ANOVA

• Overdesigned. Testing too many factors & 
levels simultaneously.
• Treating technical replicates as independent
• Not controlling Family-wise Error Rate 

(FWER) in posthoc tests
• Running Completely Randomized analysis on 

Related Measures designs
• Running posthoc range tests when RM 

• Never doing a priori power / sample size 
analysis (Week 11 Lecture)
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Best Practices

Step1: Make a tidy data 
frame
• One variable per column. 

One column for the unique 
subject ID

• Missing data? Exclude or 
impute (by sample mean)

1
Step2: Plot the data
• Response vs. Factors

2
Step3: Use 
ez::ezANOVA() or aov()
• Is factor Completely 

Randomized (between) or 
Related Measures 
(within)?

3



When Data Assumptions Cannot be 
Satisfied?

Permutation test (Week 13 Lecture)



In-Class Exercise 2 : 
Two-way ANOVA


