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Overview



Machine 
Learning

• Prediction
• Product recommendation

• Image Recognition
• Face ID

• Speech Recognition
• Siri

•Medical Diagnoses
• Risk score for Type 2 Diabetes

• Financial Trading



Machine 
Learning 
vs. 
Statistical 
Learning

• According to Arthur Samuel, Machine Learning 
algorithms enable the computers to learn from data, 
and even improve themselves, without being 
explicitly programmed.
• According to “The Elements of Statistical Learning”, 

the bible of Statistical Learning, Statistical Learning 
is referred to using statistical methods to extract 
important patterns and trends, and understand data 
that were generated in many fields.
• The intersection of Computer Science and Statistics

gave birth to probabilistic approaches in Artificial 
Intelligence.
• Key message: Learning from the DATA, Statistical 

Methods, Computational Algorithms



Machine 
Learning

• Machine Learning (ML) is a category of 
algorithms that allow software applications 
to become more accurate in predicting 
outcomes without being explicitly 
programmed.
• Basic premise of machine learning is to build 

algorithms that can receive input data and 
use statistical analysis to predict an output 
while updating outputs as new data 
becomes available.



Quick History about Machine Learning



Types of Learning : Supervised, Unsupervised, Reinforcement



Machine 
Learning 
Methods



Supervised 
Learning



Supervised 
Learning

• Regression
• A regression problem is when the output 

variable is a real measured value, such as 
“weight”, “BMI”, “blood pressure”.
• Regression analysis is a form of predictive 

modelling technique which investigates the 
relationship between dependent and 
independent variables.

• Classification
• A classification problem is when the output 

variable is a category, such as “disease” or “no 
disease”.



Regression



Classification



Machine 
Learning 
Workflow



Machine 
Learning 
Workflow

Data Collection
• Scientific Problem / 

Hypothesis
• Experiment Design

Data Pre-processing 
• Data Cleaning
• Feature Exploration

Select 
Appropriate 

Models

Training and 
Validating the 

Model

Evaluation / 
Testing the 

Model



Data Pre-
processing 
(80% time)

Possible data problems
• Missing data: Ignoring or Imputing?
• Noisy data: Excluding or Smoothing?
• Inconsistent data: Excluding or Correcting?
• Outliers : Excluding?

Data types
• Numeric, e.g., age, height, weight
• Categorical, e.g., gender, ethnicity; generally 

coded as 0/1
• Ordinal, e.g., low/medium/high; generally 

coded as consecutive numbers such as 0/1/2



Machine Learning Workflow



Machine Learning Data Structure

• Training set: Data used for learning, that is to fit the parameters of 
the classifier/model.
• Validation set: Independent data (different from the training data) 

used to tune the parameters of a classifier/model (cross-validation is 
primarily used).
• Test set: Independent data (different from the training and validation 

data) used only to assess the performance of a fully-trained classifier.



Cross Validation



Tuning Parameters & Model Selection

• Tuning Parameters
• Train a set of models with respect to a range of parameters
• Use validation data to select best parameters leading to the best 

performance
• Model Selection
• Train multiple models with respect to different settings
• For example, different sets of predictive features might be considered
• Different methods/models might be considered

• Use test data to select a best model with best performance





Model Evaluation

• Test model performance using a test data set that is independent of 
the training/validation data sets
• Evaluation criteria
• Regression

• Mean Squared Error (MSE)
∑!"#$ 𝑦! − $𝑦! %

𝑛
• Classification

• Misclassification Rate

𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
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• ROC/AUC



Confusion Matrix for Two-group Classification



ROC Curve

• Receiver operating characteristic (ROC) curve is a graphical plot that illustrates 
the diagnostic ability of a binary classifier system as its discrimination 
threshold is varied.
• Plot True Positive Rate (TPR, sensitivity, recall rate, probability of detection, 

power) against the False Positive Rate (FPR, 1-specificity, probability of false 
alarm, type I error) at various threshold settings.
• Area under the curve (AUC, C statistic), the probability that a classifier will 

rank a randomly chosen positive instance higher than a randomly chosen 
negative one (assuming 'positive' ranks higher than 'negative’).
• https://en.wikipedia.org/wiki/Receiver_operating_characteristic

https://en.wikipedia.org/wiki/Receiver_operating_characteristic


Example ROC 
Plot

AUC glmnet = 0.973

AUC svm = 0.982
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Classification 
Method

• Logistic Regression (Generalized linear 
regression model with binary responses)
• https://en.wikipedia.org/wiki/Logistic_regressio

n

https://en.wikipedia.org/wiki/Logistic_regression


Logistic Regression



Logistic Regression

• 𝑙!"#$%%& = log '
()'

=
𝑋𝛽; 𝑝 = 𝑃𝑟𝑜𝑏(𝑌 = 1)

• 𝑝 = (
(*+!"# = 𝜎(𝑋𝛽), 

Sigmoid function of 𝑋𝛽



Elastic-Net Penalized Regression
• Penalized regression with a combined L1 penalty (LASSO) and L2 

penalty (Ridge) on coefficients

• Variable Selection for using L1 penalty (LASSO)
• Account for Highly Correlated variables for using L2 penalty (Ridge)
• Need to tune penalty parameters 𝝀, 𝜶 by cross validation
• 𝛽3, 𝛽 will be estimated by using the above objective function for each 

unique pair of parameter values of 𝝀, 𝜶



Elastic-Net 
Penalized 
Regression

• R package “glmnet”
• Fits a generalized linear model via 

penalized maximum likelihood. The 
regularization path is computed for the 
lasso or elastic-net penalty at a grid of 
values for the regularization parameter 
lambda. 
• The algorithm is extremely fast, and can 

exploit sparsity in the input matrix x. 
• It fits linear, logistic and multinomial, 

Poisson, and Cox regression models. 
•

https://web.stanford.edu/~hastie/glmnet
/glmnet_alpha.html#top

https://web.stanford.edu/~hastie/glmnet/glmnet_alpha.html


R package caret



R package 
caret

• The caret package 
(Classification And REgression Training) is a set of 
functions that attempt to streamline the process for 
creating predictive models. 
• Integrates almost all Machine Learning models
• The package contains tools for:
• data splitting (training vs. test)
• pre-processing (quality control, imputing missing 

values)
• feature selection
• model tuning using resampling
• variable importance estimation (R function 

“varImp()”)
• https://topepo.github.io/caret/index.html

https://topepo.github.io/caret/index.html


Example 
dataset : 
Cleveland 
heart disease



Study the 
relationship 
between resting 
blood pressure 
would affect heart 
disease presence



Lattice Graph with Four 
Continuous Variables

age, resting blood pressure 
(trestbps), cholesterol (chol), 
maximum heart rate 
(thalach)



Partition 
Training and 
Test Data



Setup Arguments for Model Training



Train the classification model by "glmnet" method



Trained 
classification 
model by 
"glmnet" 
method



Parameter 
Tuning 
Results



Predictor Importance



Prediction in Test Data



ROC Plot for Prediction Results



Assignment 9 
Tasks 1-4



Unsupervised Learning



Biomedical Research Problems

• Data quality assessment
• Clustering samples according to their ancestry
• Clustering sequence samples

• Clustering genes or samples using bulk RNAseq data
• Clustering single cells using single cell RNAseq (scRNAseq) data



RNA-Seq Data

• Gene expression Quantitative Traits
• Profiled by RNA sequencing (RNA-seq)
• CPM (Counts Per Million) per gene
• Count up all the read counts in a sample (library size) and divide this 

number by 1,000,000. This is your “per million” scaling factor.
• Divide the read counts per gene by the “per million” scaling factor. 

This gives you CPM.
• 20K ~ 25K genes in human genome
• Bulk RNA-seq; scRNAseq



Transcription

48

https://www.thoughtco.com/dna-transcription-373398



Profile Gene Expression Levels by RNA-sequencing

49



Example 
RNA-Seq 
Data

• Example RNA-Seq data from: David K. Lau et. 
al., 2019. Genomic Profiling of Biliary Tract 
Cancer Cell Lines Reveals Molecular 
Subtypes and Actionable Drug Targets. 
PMID: 31731200 ; DOI: 
10.1016/j.isci.2019.10.044 

• Samples from 20 biliary track cancer cell 
lines were profiled for gene expression data 
by RNA sequencing

• 24222 genes in the raw data



Inspecting Raw RNA-Seq Data



Normalize Raw RNA-Seq Data

• Summarizing read counts per column/sample gives us the library 
size. The total number of mapped read counts per sample.

• Various library sizes make the raw read counts per gene are not 
comparable across all samples/cell-lines.

• Need to Normalize read counts to Counts Per Million (CPM)



Get RNA-Seq Data in CPM



Data Cleaning : filtering out genes with low 
CPM

• Low read counts are more likely to add noises.
• As a general rule, a good threshold can be chosen for a CPM 

value that corresponds to 10 raw read counts.



Data Cleaning : filtering out genes with low CPM in any samples



Data Visualization : Histogram plot per sample

Normally distributed?



Log2 Transform 



Data Transformation: Log2

Normally distributed?



Unsupervised 
Learning

• Association: An association rule learning 
problem is where you want to discover rules 
that describe large portions of your data
• Test if people with genetic variation X are more 

likely to have disease Y
• Test if a treatment will be effective in clinical 

trials

• Clustering: A clustering problem is where 
you want to discover the inherent groupings 
in the data
• Grouping cells with respect different 

characteristics



Association 
Study: 

Differential Gene 
Expression 

Analysis



Clustering : Ducks vs. Not Ducks



Clustering 
Methods

1. Hierarchical Clustering
• Build a hierarchy from the bottom-up and doesn’t 

require us to specify the number of clusters 
beforehand.
• Put each data point in its own cluster.
• Identify the closest two clusters and combine them 

into one cluster.
• Repeat the above step till all the data points are in 

a single cluster.
2. Uniform Manifold Approximation and Projection 

(UMAP)
• Dimension reduction. Projecting high dimensional 

features to 2-dimension
• Competitive with t-SNE method. UMAP preserves 

more of the global structure with superior run 
time performance.
• Widely used in single cell RNAseq studies



1. 
Hierarchical 
Clustering

There are a few ways to determine how close two 
clusters are:

• Complete linkage clustering: Find the maximum 
possible distance between points belonging to two 
different clusters.

• Mean linkage clustering: Find all possible pairwise 
distances for points belonging to two different 
clusters and then calculate the average.

Complete linkage and mean linkage clustering are the 
ones used most often.



Data 
Visualization: 
Heatmap for 
highly variable 
genes



Hierarchical 
Clustering with 
Complete 
Linkage



How to visualize sample relationship using all 
gene expression data?

• 10034 genes left after filtering out low expressed ones

• Still high dimensional data

• Project high dimensional data to two dimensions (dimension 
reduction), and then a scatter plot will work. 

• How?



2. UMAP 
(Uniform 
Manifold 
Approximation 
and Projection)



UMAP : Dimension Reduction

• Uses local Manifold Approximations and patches together their local fuzzy 
simplicial set representations to construct a topological representation of 
the high dimensional data. 
• Given some low dimensional representation of the data, a similar process 

can be used to construct an equivalent topological representation. 
• UMAP then optimizes the layout of the data representation in the low 

dimensional space, to minimize the cross-entropy between the two 
topological representations.
• https://pair-code.github.io/understanding-umap/

https://pair-code.github.io/understanding-umap/


UMAP : 
Dimension 
Reduction



Clustering RNAseq Samples by UMAP



Clustering 
RNAseq 
Samples by 
UMAP



References

• Towards Data Science Blogs: https://medium.com/@NotAyushXD
• Kaggle: https://www.kaggle.com/
• Introduction to R library “caret”
• https://topepo.github.io/caret/index.html

• Extra Resources: https://hbctraining.github.io/main/
• Clustering Single Cells with scRNAseq Data by UMAP:
• https://hbctraining.github.io/scRNA-seq_online/schedule/links-to-

lessons.html

https://medium.com/@NotAyushXD
https://www.kaggle.com/
https://topepo.github.io/caret/index.html
https://hbctraining.github.io/main/
https://hbctraining.github.io/scRNA-seq_online/schedule/links-to-lessons.html


Assignment 9: 
Tasks 5-6


