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Outline

Pearson’s Correlation 
Test

1
Linear Regression
• Single variant regression
• Multivariate regression

2
Generalized Linear 
Regression
• Logistic regression
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Study relationship between two variables (X, Y)

• Hypothesis testing : e.g., 
t-test
• Pearson’s correlation 

coefficient r
• Unit free
• Dose not depend on 

number of samples



Pearson’s Correlation Test

• 𝐻!: 𝑟 = 0;	 𝐻": 𝑟	 ≠ 0



Pearson’s Correlation Test

• Under 𝑯𝟎: 𝒓 = 𝟎, with sample size 𝑛, the standard error of the correlation 
coefficient 𝑟 is given by 

𝜎$ =
1 − 𝑟%

𝑛 − 2
• Under 𝑯𝟎: Test statistic t follows a Student’s t-distribution with degrees of 

freedom 𝑛 − 2

𝑡 =
𝑟
𝜎$
= 𝑟

𝑛 − 2
1 − 𝑟%



Q1: Why is the Pearson’s Correlation 
Test follows a Student’s t-distribution 

with degrees of freedom of n-2?



Answer

Estimating the population standard deviation 
has N–1 degrees of freedom because the 
standard deviation requires an estimate of the 
mean, so the univariate t-test has N–1 df. 

In contrast, in the case of the correlation 
coefficient, we have to estimate two 
population standard deviations (one for X and 
one for Y), plus the covariance. 

To do this, we need estimates of both means, 
so the degrees of freedom for a correlation is 
N–2.



Q2: What is p-value?





Pearson’s 
Correlation 

Test: 
cor.test()



Beyond Simple Hypothesis Testing

• Quantify correlation between two variables

• Quantify correlation between one outcome variable and multiple predictor 
variables

• Account for confounding factors in the test

• Predict one outcome variable by using one or multiple predictor variables



Relationship between one response variable and multiple predictor 
variables?

Abalones Dataset



Relationship 
between 
Abalone 

age/rings and 
Whole Weight



Regression

• Technique used for the modeling and analysis of
numerical data

• Exploits the relationship between two or more
variables so that we can gain information about one of
them through knowing values of the other

• Regression can be used for prediction, estimation,
hypothesis testing, and modeling causal relationships



Linear Regression



Single variant linear regression model

• 𝑥! 	 : Independent (explanatory, predictor, covariate) 
Variable value for sample i
• 𝑦!   : Dependent (response, outcome) Variable value for 

sample i
• 𝛽" : Intercept of the fitted linear line
• 𝛽# : Slope of the fitted linear line, coefficient of X
• 𝜀!~𝑁(0, 𝜎$)  : Residual value for sample i
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𝑦! = 𝛽" +	𝛽#𝑥! + 𝜀!,   i=1,…, n



How to fit the 
model?

• How to find the 
linear line by 
estimating the 
intercept 𝛽! 
and slope 𝛽" ?



Residuals in the linear regression model



The expected value of the outcome variable 𝑌 is a linear function of the predictor 𝑋

Graphical Interpretation
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Ordinary Least Square Estimates
Estimating Model Parameters

• Point estimates of      and      are obtained by the principle of least
squares
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Predicted and Residual Values

• Predicted, or fitted, values are values of y predicted by the least-
squares regression line obtained by plugging in x1,x2,…,xn into the
estimated regression line
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• Residuals are the deviations of observed and predicted values
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Linear 
Regression in 

R by lm()



Check 
residuals 

distribution



1. Relationship between rings/age and whole weight while accounting for Sex?
2. Predict Abalone age/rings by multiple measurements?

Abalones Dataset



Multivariate Linear Regression

• Extension of the simple linear regression model to two or more 
independent/predictor variables

𝑌 = 𝛽! + 𝛽"𝑋" + 𝛽#𝑋# +⋯+ 𝛽$𝑋$ + 𝜖
• Exercise: fit the following multivariate linear regression model 

with the Abalone data.
• 𝐴𝑔𝑒	~	𝑆𝑒𝑥 + 𝑙𝑒𝑛𝑔𝑡ℎ	 + 	𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟	 + 	ℎ𝑒𝑖𝑔ℎ𝑡	 + 	𝑤ℎ𝑜𝑙𝑒𝑊𝑒𝑖𝑔ℎ𝑡	 +
	𝑠ℎ𝑢𝑐𝑘𝑒𝑑𝑊𝑒𝑖𝑔ℎ𝑡	 + 	𝑤𝑖𝑠𝑐𝑒𝑟𝑎𝑊𝑒𝑖𝑔ℎ𝑡	 + 	𝑠ℎ𝑒𝑙𝑙𝑊𝑒𝑖𝑔ℎ𝑡



How to quantify categorical independent 
variable?

Binary variable: coded 
as 0/1

The sex variable in the 
abalone dataset has 
three levels: F, I, M ?



How to quantify categorical independent 
variable?

• The sex variable in the 
abalone dataset has three 
levels: F, M, I?

• Code through (k-1) dummy 
variables for k levels:

Sex X1 X2

F 1 0

M 0 1

I 0 0



Fit a multivariate 
linear regression 
model with sex 

and 
wholeWeight



In-Class Exercise : 
lm()



Question Need to Answer for In-class 
participation credit.
• What is Regression R-square?
• What dose it mean if you get increased Regression R-square by 

adding additional predictor variables? The same question is included 
in Task 5 in Exercise 1. Rmd.



Generalized Linear Regression



What’s the difference between general and 
generalized linear models?

General Generalized
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𝐸[𝑌] = 𝛽" +	𝛽#𝑋# 𝐸[𝑔 𝑌 ] = 𝛽" +	𝛽#𝑋#

𝑌~𝑁(𝜇, 𝜎%)
𝑌~

𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖, 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙
𝑃𝑜𝑖𝑠𝑠𝑜𝑛

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒	𝑏𝑖𝑛𝑜𝑚𝑖𝑎𝑙
𝑒𝑡𝑐

𝑔(𝑌)~𝑁(𝜇, 𝜎%)

𝑔 ~ “link” function to transform Y



Why generalized?

Apply linear regression to outcome variables that are clearly not normally 
distributed

• Binary : case/control, yes/no, 0/1
𝑌~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖 𝑝 , 	0 ≤ 𝑝 ≤ 1

• Poisson distributed counts
𝑌~𝑃𝑜𝑖𝑠𝑠𝑜𝑛 𝜆 , 𝜆 > 0
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Generalized linear regression model

• The mean/expectation function of 𝑌 can usually be 
expressed as a function of the distribution parameters

• Binary outcome: E[𝑌]= 𝑝  
• Poisson outcome: E[𝑌]= 𝜆 

•Model a linear relation ship between 𝐸[𝑔 𝑌 ] and 
explanatory/independent/predictor variables 𝑋



Logistic Regression: 𝑌~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖	(𝑝)

• 𝑙%&'())* = log $
"+$

= 𝛽𝑋; 	 𝑝 = 𝑃𝑟𝑜𝑏(𝑌 = 1)

• 𝑝 = "
",-!"#

= 𝜎(𝑋𝛽),    Sigmoid function of 𝑋𝛽

𝑔(𝐸[𝑌]) is the log odds of success 
probability or logit

Model will be fitted by maximizing 
the likelihood function



Logistic Regression: 𝑌~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖	(𝑝)



Logit link function

Generalized linear model:

¢ A one unit change in 𝑋! leads to a b1 change in the log odds

¢ In terms of odds:

¢ In terms of probability or proportion:

Logit, odds, and probability are different ways of expressing the 
same thing

0 1( 1) b b Xodds Y e += =

0 1

0 1
Pr( 1)

1

b b X
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37

𝑙𝑜𝑔
𝑝

1 − 𝑝
= 𝛽! + 𝛽&𝑋&



Logit link function

• Logit 
ØNatural log (e) of an odds
ØOften called a log odds

ØThe logit scale linearizes odds!
• Logits are continuous and are centered on zero (think of as the z-score for 

the binomial world!)
Øp = 0.50, odds = 1, then logit = 0
Øp = 0.70, odds = 2.33, then logit = 0.85
Øp = 0.30, odds = .43, then logit = -0.85 
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Example 
dataset : 
Cleveland 

heart disease



Study the relationship between resting blood pressure would affect 
heart disease presence



Study the 
relationship 

between resting 
blood pressure 

would affect heart 
disease presence



Study the relationship between resting blood pressure would affect 
heart disease presence



Logistic 
Regression:

HD ~ 
trestbps



Account for 
age, sex, and 

thal



Logistic regression results



Generalized linear model families

• GaussianNormal outcome

• BinomialBinary outcome

• Poisson
• Negative binomialCount outcome

• Gamma
• Inverse Gaussian

Continuous positive 
outcome

Common link functions: identity, logit, log, square-root, inverse, etc.



Regress

General Linear 
Regression, 

lm()

Nonlinear
Regression

Generalized
Linear Regression, 

glm() 47

DV Normally 
distributed

Linear relationship 
with IV DV has nonlinear 

Relationship 
with IVsDV not Normally 

distributed

IV=independent variable
DV=dependent variable





Summary

• Regression offers a single cohesive approach to inference and 
estimating effect sizes

Response ~ Predictors

• Only reason to stick with t-tests/ANOVA are
• Mostly just care about “statistical significance”
• No other confounding covariates
• Cultural (engrained in biomedical community)
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Regression or ANOVA/t-tests?

• ANOVA/t-tests thinking emphasize “statistical significance” after 
experiment

• Regression thinking emphasizes overall weight of an independent variable 
predictively

• Regression is easy-peasy for “completely randomized” samples
• lm() –for general linear model
• glm() –for generalized linear model
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In-Class Exercise 2 : glm()


