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Outline

• Quality Control
• Genotype Quality Control
• Sample Relatedness: Kingship Coefficient

• Population Stratification
• Genomic Control Factor
• Genotype Principal Components Analysis
• Meta-analysis

• Linear Mixed Model (LMM)



GWAS Quality Control
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Genotype Quality

4



Genotype Quality Control : Sex consistence

S. Turner et. al. CP hum Genetics. 2011.
https://doi.org/10.1002/0471142905.hg0119s68

https://doi.org/10.1002/0471142905.hg0119s68


Kinship QC

• Sample relationship checking
• Pedigree error checking



IBD vs. IBS



Sample Relatedness (Z0 and Z1 here are 𝜋! and 𝜋" )

S. Turner et. al. CP hum Genetics. 2011.
https://doi.org/10.1002/0471142905.hg0119s68

https://doi.org/10.1002/0471142905.hg0119s68


Kinship Coefficient 𝝓
• 𝜙 ∶ The probability that

two alleles sampled at
random from two
individuals (one allele 
per sample) at the same 
genetic locus are
Identical by Descent
(IBD).
• 𝜋!;#,% , 𝜋&;#,% , 𝜋';#,% denote

the probability that two
individuals (i, j) share 0,
1, and 2 IBD.

• 2𝜙#,% =
(!;#,%
'
+ 𝜋';#,%

A. Manichaikul et. al. Bioinformatics. 2010.



Estimate Kinship Coefficient 𝝓 by PLINK
• Assume HWE and homogeneous

population
• Assume frequency 𝑝 for 

reference allele (denoted by A)
• 𝐼𝐵𝑆!", 𝐼𝐵𝐷!," denotes the IBS, IBD

between two individuals (i, j)
• Only IBDij=0 can result in IBSij=0, 

the pair of individuals (i, j) has 
genotypes AA and aa
• The expected proportion of SNPs 

with zero IBS can be specified 
assuming HWE.



Estimate Kinship Coefficient 𝝓 by PLINK

• Method of Moments

𝑃𝑟 𝐼𝐵𝑆!" = 𝑘 = +
$%&,',(

Pr 𝐼𝐵𝑆!" = 𝑘 𝐼𝐵𝐷!," = 𝑧 𝜋$;!,"	

• Estimate 𝜋';!,", 𝜋(;!," based on 𝑁*+,%', 𝑁*+,%(, 𝑝̂-, 3𝜋&; !,". (Purcell et al., 2007.	
Tool:	PLINK)

• Since	the	sum	of	the	three	IBD	statistics	is	unity,	only	two	IBD	statistics	are	
needed	to	infer	the	relationship.

2𝜙!," =
𝜋';!,"
2

+ 𝜋(;!,"



Estimate Kinship Coefficient 𝝓 by KING
• Assume HWE and homogeneous population; Assume 𝑝m denotes the 

frequency of having a reference allele A at a SNP m for both individuals (i, 
j)
• Genotype score X(i): the number of reference allele for individuals i
• Model genetic distance between a pair of individuals in terms of their 

kinship coefficient
𝐸 𝑋 # − 𝑋 % '

= 4𝑝 1 − 𝑝 1 − 2𝜙#%

KING-homo estimator: 0𝜙#,% =
&
'
−

∑& *&
# +*&

% '

, ∑& ' -.& &+ -.&

• Recall that 2𝜙#,% =
(!;#,%
'
+ 𝜋';#,%	; 	 𝜋!;#,% + 𝜋&;#,% + 𝜋';#,% = 1;	then

7𝜋& = 2	 − 27𝜋! − 4 0𝜙#,%; 	 7𝜋' = 4 0𝜙#,% + 7𝜋! − 1
See derivations in the Supplementary Material of the Bioinformatics paper 
by A. Manichaikul et. al. 2010. Tool: KING.



Estimate Kinship Coefficient 𝝓 by KING



Estimate Kinship Coefficient 𝜙 by KING
• Efficient computation 

matters
• Only SNPs present in both 

individuals will be used
• An identity is derived 

(details in the 
Supplementary Material) 
to represent the genetic 
distance between a pair of 
individuals in terms of their 
shared genotype counts:

A. Manichaikul et. al. Bioinformatics. 2010.

.𝐻!" =1
#

23𝑝# 1 − 3𝑝#



Estimate Kinship Coefficient 𝜙 by KING

• Efficient computation matters

• When each genotype is stored in two bits, Bit Operations (i.e., AND, OR, 
XOR, NOT) can be used to computing 𝑁/0

# , 𝑁/0
% , N12,12, N11,22. 

Eliminating multiplication and division during the process of scanning the 
genome.

• 0𝐻#,% = ∑3 27𝑝3 1 − 7𝑝3  can be pre-calculated across all SNPs prior to 
the pair-wise kinship coefficient estimation, and then updating to reflect 
the set of observed genotypes used in analysis of each pair of individuals.



Efficient computation matters



Bioinformatics, Volume 26, Issue 22, 15 
November 2010, Pages 2867–2873, 
https://doi.org/10.1093/bioinformatics/bt
q559

The content of this slide may be subject to copyright: 
please see the slide notes for details.

Fig. 1. Distribution of 
kinship coefficient 
estimation. 
(A) Distribution of realized 
IBD-sharing with 150k 
SNPs (considering 
sampling one allele per 
individual); 
(B) distribution of kinship 
coefficient estimates with 
150k SNPs; 
(C) distribution of kinship 
coefficient estimates with 
5k SNPs; 
(D) distribution of kinship 
coefficient estimates with 
500K SNPs.

https://doi.org/10.1093/bioinformatics/btq559
https://doi.org/10.1093/bioinformatics/btq559


GWAS Quality Control : Kinship Coefficients 2𝜙

S. Turner et. al. CP hum Genetics. 2011.
https://doi.org/10.1002/0471142905.hg0119s68

https://doi.org/10.1002/0471142905.hg0119s68


S. Turner et. al. CP hum 
Genetics. 2011.
https://doi.org/10.1002/04
71142905.hg0119s68

Overview of GWAS 
Quality Control 
Process

https://doi.org/10.1002/0471142905.hg0119s68
https://doi.org/10.1002/0471142905.hg0119s68


Check GWAS Results by Quantile-Quantile (QQ) Plot
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With Inflated Type I ErrorWithout Inflated Type I Error



Source of Inflated GWAS Results

• Cohorts with samples of different ethnicities: e.g., European, Asian, 
African ancestries

• The issue of Population Stratification

21



Population Stratification

22
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Inflated False Positives

• Population-based association study methods assume samples are of 
the same ethnicity.
• The minor allele frequency of SNPs generally vary across different 

populations
• When the case/control ratio differs across different populations,

instead of testing the association between the trait and genotype, 
you might end up testing the association between the ethnicity and 
genotype, leading to an inflated number of significant markers.

24



Example of False Positive Association
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How to Address Population Stratification?
Most Effective Approach
• Family-based Association Analysis
• Subject to the availability of data

26



How to Address Population Stratification?
Simplest Approach
• Adjust false positives by Genomic Control Factor (not always work)

27



Check GWAS Results by Quantile-Quantile (QQ) Plot

28

With Inflated Type I ErrorWithout Inflated Type I Error



Genomic Control Factor



Adjust GWAS results by Genomic Control Factor 𝜆<= 	

• Under null hypothesis (no association signal exists), p-values should 
follow a uniform distribution within (0, 1)
• Median p-value = 0.5 under null hypothesis, corresponding to chi-

square statistic (df=1) value 0.456
• Find the actual median p-value from your GWAS, with corresponding 

chi-square statistic (df=1) value median(𝑇)
Genomic Control Factor: 𝜆!" = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑇)/0.456

• Adjust your GWAS results by 𝜆!" 	
• Scale your chi-square statistic test statistics (df=1) by 𝜆78
• Recalculate the corresponding GWAS p-values
• Re-check QQ plot

30



Limitations of Genomic Control Factor

• Genomic control corrects for stratification by adjusting association 
statistics at each marker by a uniform overall inflation factor.

• However, some markers differ in their allele frequencies across 
ancestral populations more than others.

• Thus, the uniform adjustment applied by genomic control may be 
insufficient at markers having unusually strong differentiation across 
ancestral populations and may be superfluous at markers devoid of 
such differentiation, leading to a loss in power



How to Address Population Stratification?
Commonly Used Approach :
• Account for variables representing ethnicity information (Principal 

Components Analysis)

32



Principal Components Analysis (PCA)

• Consider genotype matrix 𝑋9×;, with n individuals and p genome-wide SNPs

• Center and standardize columns in 𝑋9×; -> 𝑍9×<
• PCA project original genotype data matrix to a new coordinate system such that 

the PC1 explains the most data variance, and then PC2, …
• Calculate a set of loading vectors (𝑤=, length p, k=1, 2, …) for PC1, PC2, …
• Compute the 𝑛×𝑛 variance-covariance matrix for all samples as Σ9×9 =
𝑍𝑍>/(𝑛 − 1) 
• Compute the eigenvalue decomposition of Σ, by R function eign()
• Select top K eigenvectors (𝑤=) whose corresponding eigenvalues are 

significantly large (e.g., 5 or 10) by a scree plot
• Principle components (PCs) are given by: Z𝑤=

33



Principal Components Analysis (PCA)

• Principal Components Analysis (PCA) with respect to 𝑋#×%

• R function: prcomp() ; 
https://www.rdocumentation.org/packages/stats/versions/3.5.1/topi
cs/prcomp 

• PLINK

34

https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/prcomp
https://www.rdocumentation.org/packages/stats/versions/3.5.1/topics/prcomp


PCA Visualization

Li et al. Science. 2008; Jakobsson et al. Nature. 2008.
35



First two principal components among European 
subjects

Heath et al. 2008
36



Adjust for Top PCs in Regression Model Based 
Tests
• Adjust for the population structure in your study

• Generally, include PC1-5 as confounding covariates (𝐶) in your 
regression model
• log ?@(B%'|D)

?@(B%&|D) = 𝛽& + 𝛼𝐶 + 𝛽'𝑋
• 𝑌 = 𝛽& + 𝛼𝐶 + 𝛽'𝑋 + 𝜖, 𝜖~𝑁 0, 𝜎(

• Examine GWAS results by QQ plot for inflated type I error

37



How to Address Population Stratification?
Most Robust Approach: Stratify Multi-Ethnic Cohorts

• Conduct association studies for samples of the same
population/ethnicity

• Combine association results by Meta-Analysis

• Subpopulation structure still exist: adjust by PCs

38



Meta-analysis

• Combine results across multiple studies for the same phenotype
• Improve power for the larger total sample size
• Address between study variances (due to population stratification, study 

design)
• Avoid the hassle of sharing individual-level genotype/phenotype/covariate 

data
• It is theoretically shown that the meta-analysis results is equivalent to the 

joint analysis with individual-level data under idea situation
• Same phenotype and covariates
• No population stratification
• Balanced case-control study

39



Improve Power with Larger Total Sample Size

40



Improve Power with Larger Total Sample Size

41



Meta-analysis Methods

• Fisher’s Method: combining p-values

• Stouffer’s Z-score Method

• Inverse-variance method for fixed effect model

42



Fisher’s Method

• Consider the following summary statistics from K studies for testing 
the association between the same SNP and the same (type) 
phenotype 
• p-values (𝑝', 𝑝(, … , 𝑝F)

• Test statistic for meta-analysis
• Χ( = −2∑!%'F log 𝑝! ~	Chi-square distribution with df=2K under H0 

• Why meta test statistic X2 follows a Chi-square distribution under the 
NULL hypothesis when there is no association?

43



Stouffer’s Z-score Method
• Consider a series of summary statistics from K studies for testing the 

association between the same SNP and the same (type) phenotype
• p-values (𝑝(, 𝑝), … , 𝑝*) 
• Effect-sizes 𝛽(, 𝛽), … , 𝛽*
• Sample sizes 𝑛(, 𝑛), … , 𝑛* 	

• Invert each p-value to a Z-score statistic: 
• 𝑍+ = Φ,( 1	 − -!

)
∗ 𝑠𝑖𝑔𝑛 𝛽+

• Φ	is	the	standard	normal	cumulative	density	function
• Test statistic (weight by sample sizes) for meta-analysis

• 𝑍./01 =
∑!"#
$ 3!4!

∑!"#
$ 4!

%
	~	𝑁(0, 1) under H0 

• 𝑤+ = 𝑛+

44



Inverse-variance method for fixed effect model

• Consider the following summary statistics from K studies for testing 
the association between the same SNP and the same (type) 
phenotype
• Effect-sizes 𝛽', 𝛽(, … , 𝛽F
• Variance of effect-sizes 𝑣', 𝑣(, … , 𝑣F 	

• Test statistic (Inverse-variance weighting) for meta-analysis 
• 𝛽-GHI =

∑!"#
$ K!L!
∑!"#
$ K!

, 	 𝑤= = 1/𝑣=

• 𝑉𝑎𝑟 𝛽-GHI = '
∑!"#
$ K!

• Wald Test Statistic: L%&'(

MIN L%&'(
~	𝑁(0, 1) under H0

45



Evangelou, E. and Ioannidis, J. P.A. Nature Reviews 46



Evangelou, E. and Ioannidis, J. P.A.
Nature Reviews 47



Evangelou, E. and Ioannidis, J. P.A.
Nature Reviews 48

Study Design for Meta-analysis



How to Address Positive Inflation in GWAS?
Effective Approach
• Linear Mixed Model

49



Linear Mixed Model (LMM)

• Accounts for population stratification and relatedness
• Consider the following standard linear mixed model:

𝑦4	×& = 𝑊𝛼 + 𝑥𝛽 + 𝑍4×3𝑢3×& + 𝜖	
𝑢3×&~𝑀𝑉𝑁3 0, 𝜆𝜏+&𝐾 	

𝜖~𝑀𝑉𝑁(0, 𝜏+&𝐼4)
• 𝑦5	×( denotes the phenotype vector;
• 𝑥 denotes the genotype vector of the test SNP;
• 𝑊 denotes the confounding covariates: age, sex, top PCs, etc.;
• 𝑢.×( denotes the random effect size vector with variance-covariance matrix 𝜆𝜏,(𝐾; 

taking m = 𝑛, 𝑍 = 𝐼5 for population based GWAS;
• 𝐾 is a known 𝑚×𝑚 genetic relationship matrix (GRM)
• 𝐼) is an n×𝑛 identity matrix 

• 𝜖 denotes the error vector with variance-covariance matrix 𝜏,(𝐼5.
50



Linear Mixed Model (LMM)

• Efficient statistical inference algorithm used by Genome-wide Efficient 
Mixed-Model Association (GEMMA) (X. Zhou & M. Stephens, Nature 
Genetics, 2012).
• Obtain maximum-likelihood estimates (MLEs)

• Obtain restricted/residual maximum-likelihood (REML) estimates 

• Calculate exact test statistics

51



Restricted Maximum Likelihood (REML)

• Accounts for the loss of degrees of freedom due to fixed effects, leading to 
unbiased variance estimates.
• Fit a model with fixed effects: First estimate the fixed effects (𝛼, 𝛽) using 

MLE.
• Obtain residuals: Calculate the residuals (𝑦 −𝑊 P𝛼 − 𝑥 Q𝛽).
• Likelihood of the residuals: REML maximizes the likelihood of the residuals
• Maximization: The REML estimation process maximizes the restricted 

likelihood function with respect to the variance components –– the 
random effects' covariance matrix 𝜆𝜏+&𝐾  and the residual covariance 
matrix (𝜏+&𝐼).



Log-likelihood and Log-REstricted Likelihood 
Functions

• MLE 3𝛼, n𝛽,	and REML 𝜏̂ can 
be easily obtained if 𝜆 is 
known. 

• MLE of 3𝛼, n𝛽 do not 
depend on 𝜏̂ .

• REML 𝜏̂ is an unbiased 
estimator for residual 
variance.

53
X. Zhou & M. Stephens, Nature Genetics, 2012



If 𝜆 is Known
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Optimizing log-likelihood and log-REstricted likelihood 
functions with respect to 𝜆
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Optimizing log-likelihood and log-REstricted 
likelihood functions with respect to 𝜆
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Efficient computation matters

• Use Brent’s method to 
provide an initial value
• Estimate 𝜆 by Newton-

Raphson’s method
• Simplify trace terms 

and vector-matrix-
vector product terms
• Use the recursion 

properties of the trace 
terms and vector-
matrix-vector product 
terms

57



Test Statistics and P-values
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GEMMA 
help 
control for 
false 
positives in 
differential 
gene 
expression 
studies.

Tang S. et. 
al. 
Scientific 
Reports, 
2023.

https://www.nature.com/articles/s41598-023-43686-7
https://www.nature.com/articles/s41598-023-43686-7
https://www.nature.com/articles/s41598-023-43686-7
https://www.nature.com/articles/s41598-023-43686-7
https://www.nature.com/articles/s41598-023-43686-7


Available Tools

• PLINK : QC, PCA of genotype data, GWAS
https://www.cog-genomics.org/plink/ 

• KING : Relationship inference
https://www.kingrelatedness.com/manual.shtml 

• METAL : Meta-analysis tool
https://genome.sph.umich.edu/wiki/METAL_Documentation

• GEMMA: GWAS and SNP heritability estimation by LMM, BVSR
https://github.com/genetics-statistics/GEMMA

60

https://www.cog-genomics.org/plink/
https://www.cog-genomics.org/plink/
https://www.cog-genomics.org/plink/
https://www.kingrelatedness.com/manual.shtml
https://genome.sph.umich.edu/wiki/METAL_Documentation
https://github.com/genetics-statistics/GEMMA
https://github.com/genetics-statistics/GEMMA
https://github.com/genetics-statistics/GEMMA


Topics for Next Lecture

• Fine-map GWAS Results
• Conditional Analysis
• Bayesian Method: FINEMAP
• Based on the “Sum of Single Effects” model: SuSiE

•Bayesian Functional GWAS
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